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The Universe of the Mind
Part 1: Problems and Perspectives in Understanding Ourselves 

Part 2: Paradoxical Brain, Mysterious Mind

Part 3:  Riddles of Perception
Part 4:  “The Second Brain”: “I Feel thus I am”
_______________________________________________
Questions for:

Matjaž Potrč

(answered by Matjaž Potrč)
Part 1:

(1)  Neurophilosophy – until recently an impossible junction – what is its aim, and what sort of knowledge can it provide?

I remember the excitement provoked in me by the book with the mane Neurophilosophy by Patricia Churchland, in 1986. The book consisted of two parts. One part was dedicated to the mind as tied to the potential of the brain, leaning heavily upon then just appearing connectionist computational model of mind. Those were the days of the connectionist PDP bible. The other part of Churchland’s book dealt with philosophy of science. The book was optimistically reductionist and perhaps even of behaviorist inspiration. So the junction that you mention is with us for twenty years at least. The mentioned books’ idea was optimistic as well about the prospects of cooperation between neurophysiologists, connectionist inspired computational scientists and philosophers.

That was achieved in the relevant part of philosophical community at least: it is now commonly accepted practice in philosophy to be attentive at the results of empirical science. But there are also limits to this optimism. Very few philosophers actually share Churchlandian optimism in the scientific advancements of mind, and prefer to cultivate possibilities of their conceptual garden.

I cannot really talk about the question whether Patricia managed to persuade neurophysiologists and computer scientist to dedicate their time to the philosophy of science.


How do the two strands of neuro-science and philosophy function together? Besides to the already mentioned encouraging attention of philosophers to the matters scientific I have also witnessed some rather disappointing results of collaboration.


As far as the specific conclusions of Churchland’s book are concerned, I must say that I disagree with their underlying reductionist program. Churchlands, for example, believe that the advancing results of neuroscience, and of science in general, will bring important revisions to the better in categories of our common sense or folk psychology. Here I was rather persuaded to the opposed conclusion, proposed by my friend Kathy Wilkes that I met in IUC Dubrovnik. She believed that common sense simply cannot be treated in scientific categories (because if this would be possible, then proverbs would be common sensical laws, but these tend to come in contradictory couples, such as “Many cooks spoil the broth” and the proverb to the effect that several people’s efforts will advance the common cause). But this is just how things should be, thought Kathy: common sense is just fine and does not need any scientific improvement.

The question whether neurophysiology and philosophy can come together is actually with us for quite a longer time. In his Balade Petrice Kerempuha Krleža mentions somebody dissecting human body in hope to get an answer to the deep metaphysical problems. Krleža’s setting for the ballad is kind of medieval. And we can believe that there may be even some earlier, even antique trials into this direction. 
Part 2:

(2)  Today we realize more and more the inadequacy of the computer metaphor. In what sense is the brain not the hardware, and thinking unlike information processing?

Computer metaphor was introduced into philosophy by Fodor’s The Language of Thought in 1975. That was an inspiring book which did away with remnants of behaviorism in philosophy of mind and brought things closer to innatism. Later people asked if mind really works as a computer or whether this is just figurative talk. But in order to answer this question, one has first to agree upon how computer works. Fodor’s answer was along the lines of discrete, i.e. independently existing symbols, which are processed via functional computational rules, roughly of the kind that are used in propositional logic. That was basically Von Neumann computational architecture. Earlier essays, sometimes inspired by brain, such as McCullough, also used rules of propositional logic as their basis. It is hard to overestimate the immense impact of the classical computational model of mind on philosophy. The real underlying prospect was to substitute the evidentialist phenomenological methodology in philosophy of mind and in related areas, including metaphysics, with something that can be determined in respect to the items involved and the architecture: atomistic symbols and general rules of computation proceeding actively over these symbols. Against obscurantism, so it seems, one could now really advance something discursive, based upon a model of mind. Just to notice this very quickly: It seems that the most basic departure from the classical computer model of mind is the returning to constitutive role of the evidence and phenomenology, the project into which I happen to be recently involved. 

Fodor later kept on defending atomism in respect to symbols and tractability in respect to rules involved into the computational model of mind. Classical compositionality and productivity provided the principles. The debate was triggered by the appearance of new connectionist model of mind. Connections are between neurons, and there is enormous potentiality for paths or patterns happening between these in the abstract potential space. Connectionist modeling concentrated upon the cognitive areas somehow left behind by the classical model, such as skills (of visual recognition, say, as based upon the partial and distorted input information). So connectionist attacked classical computational metaphor. But they also tried to substitute it with a new computational model, the brain-like connectionist model. The recognition then proceeds by settling of the incoming information “in the weights” of the background cognitive space.

Certainly connectionists pointed out the inadequacy of classical LOT model of mind. They rejected both atomism of symbols and tractable proceeding of rules over them. Well, but Fodor dismissed connectionism as an unproductive return to the behaviorist heritage. 

What do I think about the dispute? I think that the structure of LOT should be preserved, but on the basis of connectionist inspired model, doing away with classicism’s presuppositions of symbols’ atomistic nature and computational rules’ general exceptionless laws guided nature. I also think that the model of Dynamical Cognition embracing such a departure is promising.

The brain does not seem hardware to you, and thinking not information processing. You tackle quite large issues here, so I decide to look at your questions from the perspective of the Dynamical Cognition model, which will also allow me to clarify it a bit. 

“Brain is not hardware”: Well, certainly, the brain is wetware and so it is hardware as well. The mind is physical. At least this is one way we may describe the brain. But there are other descriptions of the brain’s functions. Brain is not described as hardware if we look at the total cognitive states that are its product on the higher level of cognitive system’s description. And there is the middle level of cognitive system’s description, where the following of total cognitive states is assured. According to classical model of mind, this succeeds via algorithmic procedure, whereas for Dynamical Cognition approach, this succeeds by settling in the weights in the multi-dimensional dynamical landscape of cognitive potentialities. From this perspective, brain as hardware is not denied. But it is claimed that its interesting job cannot be approached by description of the physical system, and rather by rich potentiality of transitions in the cognitive space.

“Thinking is not information processing”: Classical model of mind will say that thinking is information processing, manipulation of atomistic symbols by the help of tractable algorithmic procedures. Connectionist model of mind will take thinking as something derivative in respect to a range of skills. Opening the whole area of potential dynamical transitions, Dynamical Cognition model of mind will preserve the structure of thought, which is however not due to exceptionless general computational rules manipulation, but to the information’s “settling into weights” in a rich and multi-dimensional potential cognitive landscape. This task is easily done by humans in their everyday cognitive comportment, but just cannot be modeled by classical inspired computational model of mind. 

In opposition to both classicism and connectionism, Dynamical Cognition opens the space for integration of both evidence (in its various forms) and of phenomenology (qualia) into the model of mind.
(3)  Isn’t it sort of a paradox that the brain, whose primary function is a biological (Darwinian) one, has been given the task to deal with mathematical theorems, physical laws, creation of art-works, etc.? Is our ‘old brain’ (that has not changed in last 30 to 40000 years) apt for the ‘new’ tasks?  How successful are we in replacing the biological with the symbolical?

One widespread and persisting myth seems to be that our culture invented new things that were inaccessible to former cultures. We invented these maths, but old cultures did not. Things that remain for us from the disappeared cultures (urbanite settings remnants, say), according to my opinion, show that those older cultures had mathematical knowledge as well. This must be the product of the rich interaction in community. And this also shows the persistence of the rich interactive multi-dimensional dynamical background in the human brain. As a materialist, I think that the brain as a biological item cannot be replaced. We can just look at the human brain from another perspective of description, perhaps not classically functional, but dynamical. The description of transitions of total cognitive states at the higher level of cognitive system’s may be called symbolical. But these transitions may also be described at the middle level of cognitive system’s description, with the help of mathematical dynamical systems. 
Part 3:
(4)  Perceptual system proves to be a poor mechanism for mimicking the so-called external reality. Is it then justified to say that the visual reality is a construction of the brain/mind? 
Thank you for this question. First, I think that perceptual systems are really dynamical. They elaborate an immense amount of information in the real time. And this is possible because perception developed mechanisms that have relevance for certain dimensions already built in.

I believe in the existence of the mind-and-language independent world. Language and mind, including perception, are not cognitively independent though. They are both cognition guided, and so somehow independent of the external reality.


I believe that visual reality is construction of the mind/brain – with important addendum however, that this construction happens upon the basis of the input usually produced by external mind-and-language independent reality. One may take the approach of methodological solipsism here (Fodor 1981) and claim though that cognitive science and philosophy should be concerned with the narrow and not with the wide external reality. Which means that even under the presupposition that input information is produced by external reality, the cognitive research really should concentrate upon the internal stuff.


More and more, though, I think that everything really interesting is brain-in-a-vat compatible, i.e. the important things such as phenomenology (qualia, intentionality) are common both to me and to my brain in a vat counterpart. If we do not take care of this plausible consistency, we may finish in implausible forms of externalism, perceptual or otherwise. 

(5)  Because our perceptual system is unable to imitate the externally ‘given’ we are forced to conclude that what the brain/mind does is projecting the most plausible version of the ‘real’. 

The brain, as Wolf Singer says, permanently creates hypothesis about that what we experience as our world. Could you briefly comment on that?

If we take the narrow or skeptical hypothesis seriously, we will see that it is quite impossible to really beat it. This then has the consequence that we really cannot decide whether the information we deal with is external. The information comes with some constitutive quality, and this certainly is not external. 

But this does not mean, according to me, that the external world is our construction. Both myself (hopefully an unenvatted guy) and my envatted counterpart will need to constantly build hypotheses about what we encounter in our experiences. 


The real justification is not tied to the actual world, and not even to the global one, but to the transglobal one. This goes for epistemic justification. And perhaps this may also be in power for perceptual justification. The idea would be that real perceptual justification would need not just actual world feedback, but transglobal skeptical feedback. But then, this feedback is provided automatically and effortlessly, which may only be the product of the settling of weights upon the cognitive background endowed with morphological dispositional (non-occurrent) content.

As I said, I and also my envatted counterpart constantly create hypotheses about what we experience in our world. There is richness in our cognitive background, and we mostly achieve relevance in an impeccable manner.
(6)  A brief comment on Damasio’s “somatic markers” theory. 

What are somatic markers? Does this has to do with things that are characterized in relation to the body, such as being beside to, being in (such as being entertained in the mind), and with the related topology?
(7)  It seems that it is exactly the common-sensed, the backgrounded or embodied knowing that resists successful simulation. Why is it so difficult for Artificial Intelligence to represent what is most natural in us?

Very good question. It is most puzzling for classical cognitive science how we can relevantly act on the basis of the information that we receive. The answer seems to lie in the presuppositions of classicism that there should be discrete symbols and tractable rules proceeding over these symbols involved into processing of information. These presuppositions make things we do on the daily basis impossible to achieve, as witnessed by the frame problem.
If the presuppositions of atomism and tractability are left behind, one may take a connectionism inspired dynamical multidimensional background as departure, where perceptual solutions and relevance is obtained effortlessly and in the everyday.
Classicism, with its presuppositions, will not be bale to tackle relevance, as witnessed by the frame problem, the problem about how to determine the relevant chunk of information with the atomistic and tractable presuppositions. It is also more than clear that these presuppositions will not allow simulating all the dynamical multi-dimensional richness of the cognitive background.
